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#### Abstract

In this paper, we present an approach to enhance interpolation and approximation error estimates. Based on a previously derived first-order Taylor-like formula, we demonstrate its applicability in improving the $P_{1}$-interpolation error estimate. Following the same principles, we also develop a novel numerical scheme for the heat equation that yields a better error estimate compared to the classical implicit finite differences scheme.
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## 1 Introduction

Even today, improving the accuracy of approximation continues to pose a challenge in the field of numerical analysis. In this context, we recently derived a novel first-order Taylor-like formula in [17]. The aim of this formula was to obtain a reduced remainder compared to the one obtained with the traditional Taylor formula. This result was achieved by "transferring" the numerical weight of the remainder to the main part of the expansion. Extension to second order were also proposed in [16], in the same spirit as what can be found in [19] for quadrature formula
From a mathematical perspective, the root of these issues can be found in Rolle's theorem and in Lagrange and Taylor's theorems, (see for instance [4], 9]), basically due to an unknown point in the remainder of the Taylor expansion. As a result, most of the error estimates concentrate on the asymptotic behavior of the error, for instance, in finite element methods, as the mesh size tends to zero.
In this context, various approaches have been proposed to identify ways of enhancing the approximation accuracy. For instance, in the realm of numerical integration, we refer the reader to [5], 10 ] or [20], along with the references cited therein. From a different perspective, because of a the lack of information, heuristic methods have been explored, basically based on a probabilistic approach, see for instance [1], [2], [24], [26] or [11], [12] and [13]. This makes possible to compare different numerical approaches, for instance for a fixed mesh size, see [14].
However, accurately estimating the upper bounds of error estimates and developing methods to enhance these upper bounds remain significant challenges. In this context, we proposed in [15] a refined first-order expansion formula in $\mathbb{R}^{n}$, to obtain a reduced remainder compared to the one obtained by usual Taylor's formula, and we investigated some related properties. Similar problems have been considered in the past years, and are often referred to as the perturbed (or corrected)

[^0]quadrature rules, see for instance [10] or [20]. In other instances, authors obtained in [18], [21] or [25] the trapezoid inequality by the difference between the supremum and the infimum bounds of the first derivative.

In this paper, we address error estimates related to interpolation and approximation based on our new Taylor-like formula. We will demonstrate that the interpolation error estimate can be enhanced, even within the broader class of Sobolev spaces $W^{1,1}$. Additionally, we explore how finite differences schemes can be improved (in terms of precision), by using our approach.

The paper is organized as follows. In Section 2, we recall the first-order Taylor-like formula proposed in [17]. Then, we consider classical applications of the new Taylor expansion. In Section 3, we show how it can improve the $P_{1}$-interpolation error estimate. In Section 4, we use it to derive a new numerical scheme for the heat equation. Concluding remarks follow.

## 2 A new first order expansion formula

To begin with, let us recall the first order Taylor-like formula we derived in [17]. To this end, we consider an integer $n$ in $\mathbb{N}^{*},(a, b) \in \mathbb{R}^{2}, a<b$, and a function $f \in \mathcal{C}^{2}(] a, b[)$. We have
Theorem 2.1 Let $f$ be a real mapping defined on $[a, b]$ which belongs to $\mathcal{C}^{2}([a, b])$, such that: $\forall x \in[a, b],-\infty<m_{2} \leqslant f^{\prime \prime}(x) \leqslant M_{2}<+\infty$.

Then, we have the following first order expansion:

$$
\begin{equation*}
f(b)=f(a)+(b-a)\left(\frac{f^{\prime}(a)+f^{\prime}(b)}{2 n}+\frac{1}{n} \sum_{k=1}^{n-1} f^{\prime}\left(a+k \frac{(b-a)}{n}\right)\right)+(b-a) \epsilon_{a, n+1}^{(1)}(b), \tag{1}
\end{equation*}
$$

where :

$$
\begin{equation*}
\left|\epsilon_{a, n+1}^{(1)}(b)\right| \leqslant \frac{(b-a)}{8 n}\left(M_{2}-m_{2}\right) . \tag{2}
\end{equation*}
$$

This result is optimal in the sense that the weights involved in the linear combination of $f^{\prime}$ at the equally spaced points $a+k \frac{(b-a)}{n}$ guarantee the remainder $\epsilon_{a, n+1}^{(1)}(b)$ to be minimum.
The particular case of (1) when $n=1$ will be also considered in the sequel. In this case, we have:

$$
\begin{equation*}
f(b)=f(a)+(b-a)\left(\frac{f^{\prime}(a)+f^{\prime}(b)}{2}\right)+(b-a) \epsilon_{a, 2}(b) \tag{3}
\end{equation*}
$$

Above, the remainder $\epsilon_{a, 2}(b)$ satisfies the following inequality:

$$
\frac{(b-a)}{8}\left(m_{2}-M_{2}\right) \leqslant \epsilon_{a, 2}(b) \leqslant \frac{(b-a)}{8}\left(M_{2}-m_{2}\right) .
$$

This result can be compared with the well-known first order Taylor's formula [28], that we recall here for completeness. With the same notations, we have:

$$
f(b)=f(a)+(b-a) f^{\prime}(a)+(b-a) \epsilon_{a, 1}(b),
$$

where:

$$
\frac{(b-a)}{2} m_{2} \leqslant \epsilon_{a, 1}(b) \leqslant \frac{(b-a)}{2} M_{2} .
$$

In the following of the paper, we will consider two applications where formulas (1) and (3) will be involved. In Section 3 we will show how (11) can be used to improve the $P_{1}$-interpolation error estimate. In Section 4, we will apply (3) to develop a new numerical scheme for the heat equation, with a smaller upper bound in the approximation error estimate compared to the one associated with the classical implicit finite differences scheme.

## 3 Improving the $W^{1,1}$ interpolation error estimate

The first application we have in mind is related to the interpolation error estimate. Now, numerous partial differential equations are not well posed for any integer $m$ in $H^{m}(\Omega)$ but in a more general class of Sobolev spaces, namely, $W^{m, p}(\Omega),(m, p) \in \mathbb{N}^{* 2}$, and in particular in the space $W^{1,1}(\Omega)$, where $\Omega$ denotes a given non empty open domain in $\mathbb{R}^{d}$.
It is for example the case of the Laplace equation with a given right-hand side $f \in L^{p}(\Omega),(p \neq$ 2). Indeed, in that case, the solution $u$ to the associated variational formulation belongs to $W^{1, p}(\Omega),(p \neq 2)$, if the domain $\Omega$ is regular enough. Other cases may be found for example in [6], 8] and [3].

In the sequel, we consider for $\Omega=] 0,1[$, the functional framework based on the Sobolev space $W^{1,1}(] 0,1[)$ defined by:

$$
W^{1,1}(] 0,1[)=\{u:] 0,1\left[\rightarrow \mathbb{R}, u \in L^{1}(] 0,1[) ; u^{\prime} \in L^{1}(] 0,1[)\right\}
$$

where $u^{\prime}$ is the weak derivative of $u$ in $L^{1}(] 0,1[)$, see [7].
Using this framework, we will derive in this section a new interpolation error estimate based on the new Taylor-like formula (1). More precisely, we consider a given real function $u$ defined on the interval $[0,1]$ which belongs to $C^{2}([0,1]) \subset W^{1,1}(] 0,1[)$.
We also introduce a mesh on [0,1] defined by: $\left(x_{i}\right)_{i=0, \ldots, N+1}$ such that $x_{0}=0$ and $x_{N+1}=1$. Moreover, we define the mesh size $h$ by: $h=\max _{i=0, \ldots, N} h_{i}$, where $h_{i}=x_{i+1}-x_{i},(i=0, \ldots, N)$.
Finally, we consider the $P_{1}$-interpolation polynomial $u_{I}$ of $u$ which satisfies:

$$
\begin{aligned}
& \forall i \in\{0, \ldots, N+1\}, u_{I}\left(x_{i}\right)=u\left(x_{i}\right), \\
& \quad \forall x \in\left[x_{i}, x_{i+1}\right], u_{I} \in P_{1}\left(\left[x_{i}, x_{i+1}\right]\right),
\end{aligned}
$$

where $P_{1}\left(\left[x_{i}, x_{i+1}\right]\right)$ is the space of polynomials of degree at most 1 defined on $\left[x_{i}, x_{i+1}\right]$. We also introduce the following notations: For any $u \in W^{1,1}(] 0,1[)$, we denote by $\|\cdot\|_{1,1}$ the standard norm defined by:

$$
\|u\|_{1,1}=\|u\|_{0,1}+\left\|u^{\prime}\right\|_{0,1},
$$

where the norm $\|u\|_{0,1}$ is defined by:

$$
\|u\|_{0,1}=\int_{0}^{1}|u(x)| d x
$$

We first derive the classical interpolation error estimate based on the standard Taylor formula:
Lemma 3.1 Let $u$ be in $C^{2}([0,1])$ and $u_{I}$ the corresponding $P_{1}$-interpolation polynomial. Then, the standard Taylor formula leads to the following interpolation error estimate:

$$
\begin{equation*}
\left\|u-u_{I}\right\|_{1,1} \leq\left(h+h^{2}\right)\left\|u^{\prime \prime}\right\|_{\infty}, \tag{4}
\end{equation*}
$$

where $\left\|u^{\prime \prime}\right\|_{\infty}=\underset{x \in[0,1]}{\operatorname{ess} \sup }\left|u^{\prime \prime}(x)\right|$.
Proof : We recall the classical first order Taylor formula [17] given by:

$$
\begin{equation*}
u\left(x_{i+1}\right)=u\left(x_{i}\right)+h_{i} u^{\prime}\left(x_{i}\right)+h_{i} \epsilon^{(T)}, \tag{5}
\end{equation*}
$$

with:

$$
\begin{equation*}
\left|\epsilon^{(T)}\right| \leq \frac{h_{i}}{2}\left\|u^{\prime \prime}\right\|_{\infty} \tag{6}
\end{equation*}
$$

- We begin by evaluating the $L^{1}$-norm of the derivative, that is $\left\|u^{\prime}-u_{I}^{\prime}\right\|_{0,1}$.

We have:

$$
\left\|u^{\prime}-u_{I}^{\prime}\right\|_{0,1}=\int_{0}^{1}\left|u^{\prime}(x)-u_{I}^{\prime}(x)\right| d x=\sum_{i=0}^{N} \int_{x_{i}}^{x_{i+1}}\left|u^{\prime}(x)-u_{I}^{\prime}(x)\right| d x .
$$

Then, given that $u_{I}^{\prime}$ is constant on $\left[x_{i}, x_{i+1}\right]$, by the help of (5), we get:

$$
\forall \in\left[x_{i}, x_{i+1}\right]: u_{I}^{\prime}(x)=\frac{u\left(x_{i+1}\right)-u\left(x_{i}\right)}{h_{i}}=u^{\prime}\left(x_{i}\right)+\epsilon^{(T)} .
$$

As a consequence, using (6) and Fubini's theorem [7] we can derive the following sequence of inequalities:

$$
\begin{align*}
\int_{x_{i}}^{x_{i+1}}\left|u^{\prime}(x)-u_{I}^{\prime}(x)\right| d x & =\int_{x_{i}}^{x_{i+1}}\left|u^{\prime}(x)-u^{\prime}\left(x_{i}\right)-\epsilon^{(T)}\right| d x  \tag{7}\\
& \leq \int_{x_{i}}^{x_{i+1}}\left|u^{\prime}(x)-u^{\prime}\left(x_{i}\right)\right| d x+\frac{h_{i}^{2}}{2}\left\|u^{\prime \prime}\right\|_{\infty} \\
& \leq \int_{x_{i}}^{x_{i+1}}\left|\int_{x_{i}}^{x} u^{\prime \prime}(t) d t\right| d x+\frac{h_{i}^{2}}{2}\left\|u^{\prime \prime}\right\|_{\infty} \\
& \leq \int_{x_{i}}^{x_{i+1}} \int_{x_{i}}^{x}\left|u^{\prime \prime}(t)\right| d t d x+\frac{h_{i}^{2}}{2}\left\|u^{\prime \prime}\right\|_{\infty} \\
& \leq \int_{x_{i}}^{x_{i+1}}\left|u^{\prime \prime}(t)\right|\left(\int_{t}^{x_{i+1}} d x\right) d t+\frac{h_{i}^{2}}{2}\left\|u^{\prime \prime}\right\|_{\infty} \\
& \leq \int_{x_{i}}^{x_{i+1}}\left(x_{i+1}-t\right)\left|u^{\prime \prime}(t)\right| d t+\frac{h_{i}^{2}}{2}\left\|u^{\prime \prime}\right\|_{\infty}=h_{i}^{2}\left\|u^{\prime \prime}\right\|_{\infty} \tag{8}
\end{align*}
$$

By summing over $i$ between 0 and $N$, and using that $\sum_{i=0}^{N} h_{i}=1$, we finally get:

$$
\begin{equation*}
\left\|u^{\prime}-u_{I}^{\prime}\right\|_{0,1} \leq\left(\sum_{i=0}^{N} h_{i}^{2}\right)\left\|u^{\prime \prime}\right\|_{\infty} \leq h\left\|u^{\prime \prime}\right\|_{\infty} \tag{9}
\end{equation*}
$$

- Let us now evaluate the $L^{1}$-norm $\left\|u-u_{I}\right\|_{0,1}$. First of all, we remark that we have, for all $x \in\left[x_{i}, x_{i+1}\right]$,

$$
\begin{equation*}
\left|u(x)-u_{I}(x)\right|=\left|\int_{x_{i}}^{x}\left(u^{\prime}(t)-u_{I}^{\prime}(t)\right) d t\right| . \tag{10}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\left|u(x)-u_{I}(x)\right| \leq \int_{x_{i}}^{x}\left|u^{\prime}(t)-u_{I}^{\prime}(t)\right| d t \leq \int_{x_{i}}^{x_{i+1}}\left|u^{\prime}(t)-u_{I}^{\prime}(t)\right| d t . \tag{11}
\end{equation*}
$$

So, by using inequalities (7)-(8), we get that

$$
\forall \in\left[x_{i}, x_{i+1}\right],\left|u(x)-u_{I}(x)\right| \leq h_{i}^{2}\left\|u^{\prime \prime}\right\|_{\infty} .
$$

It remains now to integrate this inequality on $\left[x_{i}, x_{i+1}\right]$ to obtain that

$$
\int_{x_{i}}^{x_{i+1}}\left|u(x)-u_{I}(x)\right| \leq h_{i}^{3}\left\|u^{\prime \prime}\right\|_{\infty},
$$

and summing over all values of $i$ between 0 and $N$, this yields

$$
\begin{equation*}
\left\|u-u_{I}\right\|_{0,1} \leq h^{2}\left\|u^{\prime \prime}\right\|_{\infty} . \tag{12}
\end{equation*}
$$

Finally, by combining inequalities (9) and (12), we get the interpolation error estimate (4).
Now, let us derive the interpolation error estimate obtained by using the Taylor-like formula (1), instead of the standard Taylor formula.

Theorem 3.2 Let $u$ be in $C^{2}([0,1])$ and $u_{I}$ the corresponding $P_{1}$-interpolation polynomial. Then, the Taylor-like formula (1) leads to the following interpolation error estimate:

$$
\begin{equation*}
\left\|u-u_{I}\right\|_{1,1} \leq \frac{\left(h+h^{2}\right)}{2}\left\|u^{\prime \prime}\right\|_{\infty}+\frac{\left(h+h^{2}\right)}{8 n}\left(M_{2}-m_{2}\right), \forall n \in \mathbb{N}^{*} . \tag{13}
\end{equation*}
$$

In particular, when $n$ goes to $+\infty$, we get:

$$
\begin{equation*}
\left\|u-u_{I}\right\|_{1,1} \leq \frac{\left(h+h^{2}\right)}{2}\left\|u^{\prime \prime}\right\|_{\infty} \tag{14}
\end{equation*}
$$

Proof: Here also, we begin by evaluating the $L^{1}$-norm of the derivative, that is $\left\|u^{\prime}-u_{I}^{\prime}\right\|_{0,1}$. By the help of (1)-(2), setting $a=x_{i}, b=x_{i+1}$, we obtain that

$$
\int_{x_{i}}^{x_{i+1}}\left|u^{\prime}(x)-u_{I}^{\prime}(x)\right| d x=\int_{x_{i}}^{x_{i+1}}\left|u^{\prime}(x)-\left(\frac{u^{\prime}\left(x_{i}\right)+u^{\prime}\left(x_{i+1}\right)}{2 n}+\frac{1}{n} \sum_{k=1}^{n-1} u^{\prime}\left(x_{i}+k \frac{h_{i}}{n}\right)+\epsilon_{n}\right)\right| d x .
$$

Writing now $u^{\prime}(x)$ in the integral as

$$
u^{\prime}(x)=\frac{1}{2 n} u^{\prime}(x)+\frac{1}{2 n} u^{\prime}(x)+\frac{1}{n} \sum_{k=1}^{n-1} u^{\prime}(x),
$$

enables us to derive the following estimate:

$$
\begin{equation*}
\int_{x_{i}}^{x_{i+1}}\left|u^{\prime}(x)-u_{I}^{\prime}(x)\right| d x \leq I_{1}+I_{2}+I_{3}+\frac{h_{i}^{2}}{8 n}\left(M_{2}-m_{2}\right), \tag{15}
\end{equation*}
$$

where we set:

$$
\begin{align*}
& I_{1}=\frac{1}{2 n} \int_{x_{i}}^{x_{i+1}}\left|u^{\prime}(x)-u^{\prime}\left(x_{i}\right)\right| d x \\
& I_{2}=\frac{1}{2 n} \int_{x_{i}}^{x_{i+1}}\left|u^{\prime}(x)-u^{\prime}\left(x_{i+1}\right)\right| d x \\
& I_{3}=\frac{1}{n} \sum_{k=1}^{n-1} \int_{x_{i}}^{x_{i+1}}\left|u^{\prime}(x)-u^{\prime}\left(x_{k}^{\prime}\right)\right| d x \tag{16}
\end{align*}
$$

with: $x_{k}^{\prime}=x_{i}+k \frac{h_{i}}{n}$.

Implementing the same techniques we used in (7)-(8), that is, based on Fubini's theorem, we get for $I_{1}$ and $I_{2}$ :

$$
\begin{align*}
& I_{1} \leq \frac{1}{2 n} \int_{x_{i}}^{x_{i+1}}\left(x_{i+1}-t\right)\left|u^{\prime \prime}(t)\right| d t \leq \frac{h_{i}^{2}}{4 n}\left\|u^{\prime \prime}\right\|_{\infty}  \tag{17}\\
& I_{2} \leq \frac{1}{2 n} \int_{x_{i}}^{x_{i+1}}\left(t-x_{i}\right)\left|u^{\prime \prime}(t)\right| d t \leq \frac{h_{i}^{2}}{4 n}\left\|u^{\prime \prime}\right\|_{\infty} \tag{18}
\end{align*}
$$

Concerning the estimate of $I_{3}$, the treatment is based on the same principles but it has to be adapted. We proceed as follows.
Having $x_{k}^{\prime}$ which belongs to the open interval $] x_{i}, x_{i+1}$ [, we first split the integral in (16) as

$$
\begin{equation*}
\int_{x_{i}}^{x_{i+1}}\left|u^{\prime}(x)-u^{\prime}\left(x_{k}^{\prime}\right)\right| d x=\int_{x_{i}}^{x_{k}^{\prime}}\left|\int_{x_{k}^{\prime}}^{x} u^{\prime \prime}(t) d t\right| d x+\int_{x_{k}^{\prime}}^{x_{i+1}}\left|\int_{x_{k}^{\prime}}^{x} u^{\prime \prime}(t) d t\right| d x . \tag{19}
\end{equation*}
$$

Then, by using Fubini's theorem on each term separately, we get the two following inequalities:

$$
\int_{x_{i}}^{x_{k}^{\prime}}\left|\int_{x_{k}^{\prime}}^{x} u^{\prime \prime}(t) d t\right| d x \leq \int_{x_{i}}^{x_{k}^{\prime}}\left(t-x_{i}\right)\left|u^{\prime \prime}(t)\right| d x
$$

and

$$
\int_{x_{k}^{\prime}}^{x_{i+1}}\left|\int_{x_{k}^{\prime}}^{x} u^{\prime \prime}(t) d t\right| d x \leq \int_{x_{k}^{\prime}}^{x_{i+1}}\left(x_{i+1}-t\right)\left|u^{\prime \prime}(t)\right| d x,
$$

which enables us to get from (19)

$$
\begin{align*}
\int_{x_{i}}^{x_{i+1}}\left|u^{\prime}(x)-u^{\prime}\left(x_{k}^{\prime}\right)\right| d x & \leq \int_{x_{i}}^{x_{k}^{\prime}}\left(t-x_{i}\right)\left|u^{\prime \prime}(t)\right| d x+\int_{x_{k}^{\prime}}^{x_{i+1}}\left(x_{i+1}-t\right)\left|u^{\prime \prime}(t)\right| d x \\
& \leq\left[\int_{x_{i}}^{x_{k}^{\prime}}\left(t-x_{i}\right) d t+\int_{x_{k}^{\prime}}^{x_{i+1}}\left(x_{i+1}-t\right) d t\right]\left\|u^{\prime \prime}\right\|_{\infty} \\
& \leq\left[\frac{\left(x_{k}^{\prime}-x_{i}\right)^{2}}{2}+\frac{\left(x_{i+1}-x_{k}^{\prime}\right)^{2}}{2}\right]\left\|u^{\prime \prime}\right\|_{\infty} \tag{20}
\end{align*}
$$

Then, using that $\left.x_{k}^{\prime} \in\right] x_{i}, x_{i+1}\left[\right.$, we can write it as a affine combination of $x_{i}$ and $x_{i+1}$, namely:

$$
x_{k}^{\prime}=t x_{i}+(1-t) x_{i+1},(0<t<1) .
$$

Thus, (20) can be written as

$$
\begin{equation*}
\int_{x_{i}}^{x_{i+1}}\left|u^{\prime}(x)-u^{\prime}\left(x_{k}^{\prime}\right)\right| d x \leq \frac{1}{2}\left(2 t^{2}-2 t+1\right) h_{i}^{2}\|u\|_{\infty} \leq \frac{h_{i}^{2}}{2}\left\|u^{\prime \prime}\right\|_{\infty} \tag{21}
\end{equation*}
$$

and by summing on $k$ between 0 and $n-1$, (16) leads to:

$$
\begin{equation*}
I_{3} \leq\left(\frac{n-1}{2 n}\right) h_{i}^{2}\left\|u^{\prime \prime}\right\|_{\infty} \tag{22}
\end{equation*}
$$

Finally, by the help of inequalities (17), (18) and (22), the estimate (15) gives

$$
\begin{align*}
\int_{x_{i}}^{x_{i+1}}\left|u^{\prime}(x)-u_{I}^{\prime}(x)\right| d x & \leq\left[\frac{1}{4 n}+\frac{1}{4 n}+\frac{n-1}{2 n}\right] h_{i}^{2}\left\|u^{\prime \prime}\right\|_{\infty}+\frac{h_{i}^{2}}{8 n}\left(M_{2}-m_{2}\right) \\
& \leq \frac{h_{i}^{2}}{2}\left\|u^{\prime \prime}\right\|_{\infty}+\frac{h_{i}^{2}}{8 n}\left(M_{2}-m_{2}\right) \tag{23}
\end{align*}
$$

Now, by summing on $i$ between 0 to $N$, we get the following estimate for the $L^{1}$-norm of the derivative:

$$
\begin{equation*}
\left\|u^{\prime}-u_{I}^{\prime}\right\|_{0,1} \leq \frac{h}{2}\left\|u^{\prime \prime}\right\|_{\infty}+\frac{h}{8 n}\left(M_{2}-m_{2}\right) . \tag{24}
\end{equation*}
$$

Let us now evaluate the $L^{1}$-norm, that is $\left\|u-u_{I}\right\|_{0,1}$.
Like in the previous proof, (see (10)-(11)), we can write, for all $x \in\left[x_{i}, x_{i+1}\right]$,

$$
\left|u(x)-u_{I}(x)\right| \leq \int_{x_{i}}^{x}\left|u^{\prime}(t)-u_{I}^{\prime}(t)\right| d t \leq \int_{x_{i}}^{x_{i+1}}\left|u^{\prime}(t)-u_{I}^{\prime}(t)\right| d t .
$$

Then, due to estimate (23), this inequality becomes

$$
\left|u(x)-u_{I}(x)\right| \leq \frac{h_{i}^{2}}{2}\left\|u^{\prime \prime}\right\|_{\infty}+\frac{h_{i}^{2}}{8 n}\left(M_{2}-m_{2}\right) .
$$

Now, integrating on $x$ which belongs to $\left[x_{i}, x_{i+1}\right]$ leads to

$$
\int_{x_{i}}^{x_{i}+1}\left|u(x)-u_{I}(x)\right| d x \leq \frac{h_{i}^{3}}{2}\left\|u^{\prime \prime}\right\|_{\infty}+\frac{h_{i}^{3}}{8 n}\left(M_{2}-m_{2}\right) .
$$

Finally, we sum over all values of $i$ between 0 to $N$ and we get that

$$
\begin{equation*}
\left\|u-u_{I}\right\|_{0,1} \leq \frac{h^{2}}{2}\left\|u^{\prime \prime}\right\|_{\infty}+\frac{h^{2}}{8 n}\left(M_{2}-m_{2}\right) . \tag{25}
\end{equation*}
$$

In these conditions, the $W^{1,1}$-norm of the $P_{1}$-interpolation error can be obtained by adding inequalities (24) and (25), that is

$$
\begin{equation*}
\left\|u-u_{I}\right\|_{1,1} \leq \frac{h+h^{2}}{2}\left\|u^{\prime \prime}\right\|_{\infty}+\frac{h+h^{2}}{8 n}\left(M_{2}-m_{2}\right), \forall n \in \mathbb{N} \tag{26}
\end{equation*}
$$

By letting $n$ going to $+\infty$ in (261), we obtain estimate (14).
Remark 1 We can observe the impact Theorem 3.2 in various contexts, including Lagrange finite element error estimate. Indeed, let $u \in V$ denote the solution to a second order elliptic variational formulation [27], and $u_{h}$ its finite element approximation, where $V$ represents the solution space. According to Céa's lemma (see for instance [22]), to estimate the approximation error $\left\|u-u_{h}\right\|_{V}$, we need to select an element $v_{h}^{*}$ for which we can compute an estimate of $\left\|u-v_{h}^{*}\right\|_{V}$.
A well-known and convenient choice consists in choosing $v_{h}^{*}$ as an interpolation polynomial of a specified degree. In this regard, the use of the new Taylor-like formula allows us to enhance the accuracy of the finite element solution for a given mesh size.

## 4 Enhancing finite differences schemes discretization

In this section, we give another application of the new Taylor-like formula (3). We first consider an implicit finite differences scheme to approximate the heat equation. Then, we will show how we can improve the error bound of the error estimate, without deteriorating neither the consistency error and the order of convergence, nor the stability.
More precisely, we will derive with (3) a new implicit finite differences scheme, that is first-order in time and second-order in space. In addition, it will be unconditionally stable, as the standard
implicit finite differences scheme, but the upper bound of the error estimate will be two times smaller than the standard one.

To begin with, let us introduce the one dimensional heat equation defined as follows: consider a function $u(x, t)$ defined on $I \times[0, T]$, solution to:

$$
\begin{equation*}
\frac{\partial u}{\partial t}(x, t)=\frac{\partial^{2} u}{\partial x^{2}}(x, t), \quad(x, t) \in I \times[0, T], \tag{27}
\end{equation*}
$$

where $I$ is a given open subset of $\mathbb{R}$, (bounded or not), and $T$ a given positive real number.
We also introduce a constant time step $k \equiv \Delta t$ and the corresponding discrete time $t^{(n)}$, defined by: $t^{(n)}=n k,(n \in \mathbb{N})$, as well as a constant mesh size $h \equiv \Delta x$ and the nodes of the mesh $x_{j}=j h,(j \in \mathbb{Z})$. Finally, we denote by $\tilde{u}_{j}^{(n)}$ an approximation of solution $u$ to equation (27) at a given point $\left(x_{j}, t^{(n)}\right)$, that is, $\tilde{u}_{j}^{(n)} \simeq u\left(x_{j}, t^{(n)}\right)$.
Let us now remind the standard implicit scheme [23], that we denote ( $\mathbf{F D}_{1}$ ):

$$
\begin{equation*}
\left(\mathbf{F D} \mathbf{D}_{1}\right) \quad \frac{\tilde{u}_{j}^{(n+1)}-\tilde{u}_{j}^{(n)}}{k}=\frac{\tilde{u}_{j-1}^{(n+1)}-2 \tilde{u}_{j}^{(n+1)}+\tilde{u}_{j+1}^{(n+1)}}{h^{2}}, \quad \forall(j, n) \in J \times \mathbb{N} \tag{28}
\end{equation*}
$$

where $J$ denotes the total number of space nodes used in the space domain $I$.
It is well known [23] that the finite differences scheme ( $\mathbf{F D}_{1}$ ) is first-order in time and second-order in space. Indeed, introducing $m_{2}, M_{2} \in \mathbb{R}$ the lower and upper bounds of the second derivative in time of $u$, that is

$$
\forall t \in[0, T], m_{2} \leqslant \frac{\partial^{2} u}{\partial t^{2}}(., t) \leqslant M_{2},
$$

and using the classical Taylor formula, we readily get that

$$
\frac{\partial u}{\partial t}\left(x, t^{(n)}\right)=\frac{u\left(x, t^{(n+1)}\right)-u\left(x, t^{(n)}\right)}{k}+\epsilon_{n}^{(T)}
$$

where

$$
\left|\epsilon_{n}^{(T)}\right| \leq \frac{k}{2} \max \left(\left|m_{2}\right|,\left|M_{2}\right|\right)
$$

Finally, introducing $u_{j}^{(n)} \equiv u\left(x_{j}, t^{(n)}\right)$, the exact values of $u$ at the point $\left(x_{j}, t^{(n)}\right)$, the well-known approximation of $\frac{\partial u}{\partial t}$ at $\left(x_{j}, t^{(n)}\right)$ is given by

$$
\begin{equation*}
\frac{\partial u}{\partial t}\left(x_{j}, t^{(n)}\right) \simeq \frac{u_{j}^{(n+1)}-u_{j}^{(n)}}{k} \tag{29}
\end{equation*}
$$

Now, let us introduce another approximation of the first-order partial derivative $\frac{\partial u}{\partial t}$, for a solution $u$ to the equation (27) which is $C^{2}$ in time, by using the new Taylor-like formula (3).
So, let us set in (3) $a=t^{(n)}$ and $b=t^{(n+1)}$. Then, for any given $x \in I$, we get:

$$
u\left(x, t^{(n+1)}\right)=u\left(x, t^{(n)}\right)+\frac{k}{2}\left(\frac{\partial u}{\partial t}\left(x, t^{(n)}\right)+\frac{\partial u}{\partial t}\left(x, t^{(n+1)}\right)\right)+k \epsilon_{n}
$$

where the remainder $\epsilon_{n}$ satisfies here

$$
\left|\epsilon_{n}\right| \leq \frac{k}{8}\left(M_{2}-m_{2}\right) .
$$

Then, by the help of (27), we obtain that

$$
\frac{\partial u}{\partial t}\left(x, t^{(n)}\right)=\frac{2}{k}\left(u\left(x, t^{(n+1)}\right)-u\left(x, t^{(n)}\right)\right)-\frac{\partial^{2} u}{\partial x^{2}}\left(x, t^{(n+1)}\right)-2 \epsilon_{n},
$$

that leads to the following approximation of $\frac{\partial u}{\partial t}$ at the point $\left(x_{j}, t^{(n)}\right)$ :

$$
\begin{equation*}
\frac{\partial u}{\partial t}\left(x_{j}, t^{(n)}\right) \simeq \frac{2}{k}\left(u_{j}^{(n+1)}-u_{j}^{(n)}\right)-\frac{u_{j-1}^{(n+1)}-2 u_{j}^{(n+1)}+u_{j+1}^{(n+1)}}{h^{2}} . \tag{30}
\end{equation*}
$$

This approximation is clearly of the first order in time and of the second order in space.
Now, we want to compare the error bounds obtained by the approximations (29) and (30) of the time partial derivative. First, remark that the quantity involved in approximation (29) is $\epsilon_{n}^{(T)}$, whereas $2 \epsilon_{n}$ is involved in approximation (30).
Moreover, assuming that $0 \leq m_{2} \leq M_{2}$ and setting $\Lambda \equiv M_{2}-m_{2},(\Lambda \geq 0)$, we have:

$$
\left|2 \epsilon_{n}\right| \leq \frac{k}{4} \Lambda \leq \frac{k}{2} \max \left(\left|m_{2}\right|,\left|m_{2}+\Lambda\right|\right)=\frac{k}{2}\left(m_{2}+\Lambda\right) .
$$

Consequently, approximation (30) leads to an upper bound necessary smaller than that of (29).
The minimum gain that can be observed corresponds to $m_{2}=0$, and in this case, the error bound for approximation (30) is two times smaller than that of (29). Moreover, as $m_{2}$ increases, the error bound related to (30) decreases at least twice.

We are now in position to derive the main result of this section. So, for all $(j, n) \in J \times \mathbb{N}$, let us denote by $\left(\mathbf{F D}_{2}\right)$ the finite differences scheme defined by

$$
\begin{equation*}
\left(\mathbf{F D}_{2}\right)-\frac{k}{2 h^{2}} \tilde{u}_{j-1}^{(n+1)}+\left(1+\frac{k}{h^{2}}\right) \tilde{u}_{j}^{(n+1)}-\frac{k}{2 h^{2}} \tilde{u}_{j+1}^{(n+1)}=\frac{k}{2 h^{2}}\left(\tilde{u}_{j-1}^{(n)}+\tilde{u}_{j+1}^{(n)}\right)+\left(1-\frac{k}{h^{2}}\right) \tilde{u}_{j}^{(n)} . \tag{31}
\end{equation*}
$$

Hence, we have the following result:
Theorem 4.1 The implicit scheme ( $\boldsymbol{F D}_{2}$ ) is consistent with heat equation (27). It is first-order accurate in $k$ (time) and second-order accurate in $h$ (space), that is in $O(k)$ and $O(h)^{2}$. Moreover, for $m_{2} \geq 0$, the error estimate bound in $k$ is at least two times smaller that of the classical implicit finite differences scheme. Finally, when the open set of integration $I$ is equal to $\mathbb{R}$, the scheme $\left(\boldsymbol{F} \boldsymbol{D}_{2}\right)$ is unconditionally stable.

Proof : Consistency and order of convergence in space and in time were proved above when we introduced the scheme ( $\mathbf{F D}_{2}$ ).

To learn the stability of the scheme, and check the necessary stability condition, we introduce as usual the amplitude coefficient $A$ defined by $\tilde{u}_{j}^{(n)}=A^{n} e^{i p x_{j}}$, where $p$ is a given real parameter.
Then, replacing this expression of $\tilde{u}_{j}^{(n)}$ in the scheme ( $\mathbf{F D}_{2}$ ), we get, after some elementary trigonometrical transformations, that the coefficient $A$ is equal to

$$
\begin{equation*}
A=\frac{1-X}{1+X}, \quad \text { where } X=\frac{2 k}{h^{2}} \sin ^{2}\left(\frac{p h}{2}\right) . \tag{32}
\end{equation*}
$$

Given that $X \geq 0$, we obtain that $|A| \leq 1$, and the necessary stability condition is always fulfilled.
Finally, when the open set of integration $I$ is equal to $\mathbb{R}$, the scheme $\left(\mathbf{F D}_{2}\right)$ is unconditionally stable, since the necessary condition becomes a sufficient one [23].

Remark 2 The application proposed here to the approximation of the heat equation has to be viewed as an example. Clearly, the new Taylor-like formula can be applied in various contexts and for different equations, depending on the specific requirements. Depending on their needs, readers can choose how to adapt formula (1) in a same manner as proposed here.

## 5 Conclusion

In this paper we have proposed a way to enhance interpolation and approximation error estimates. Based on a new Taylor-like formula, we show how it can be applied to improve first, the $P_{1}$-interpolation error estimate, then, to propose new numerical schemes yielding to smaller upper bounds in the corresponding error estimate.

In the first part, considering that numerous partial differential equations are well-posed within the general class of Sobolev spaces $W^{m, p}(\Omega),(m, p) \in \mathbb{N}^{* 2}$, and particularly in the space $W^{1,1}(\Omega)$, we initially consider this framework, where we proved new interpolation error estimates.

In a second part, we have considered another application of the new Taylor-like formula. Turning out our attention to the analysis of a classical implicit finite differences scheme used to discretize the heat equation, we showed how we can enhance the upper bound of the error estimate, while maintaining the consistency error and the order of convergence at the same level, together with the stability as well.

This new first-order Taylor-like formula could also find applications in various other contexts. For example, we can develop new schemes for different types of partial differential equations or ordinary differential equations, as well as tackle more general problems within the Sobolev spaces $W^{m, p}(\Omega)$ when $p>1$.

Homages: The authors want to warmly dedicate this research to pay homage to the memory of $\overline{\text { Professors André Avez and Gérard Tronel who largely promote the passion of research and teaching }}$ in mathematics of their students.
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